
Coding Theory

F. Oggier

These notes were written for the CIMPA School in Ho Chi Minh City, Viet-
nam, June 2024.

• Section 1 is meant to provide some context and pointers. It is not meant to
be exhaustive, and it is certainly biased by my own mathematical interests.

• Section 2 is based on the draft of a book chapter, for a book edited by Prof.
Dinh Hai, as part of a project with the Vietnam Institute of Advanced
Study in Mathematics (VIASM) in Hanoi. These notes are made available
with his agreement. The book chapter also contains more general bounds,
properties with respect to duality, and a section on quasi-cyclic codes not
present in these notes.

1 Some Historical Notes and Context

The beginning of coding theory is often attributed to Claude Shannon (see Fig-
ure 1), who, in 1948, published “A Mathematical Theory of Communication”, in
the Bell System Technical Journal. This is not to say that there was no notion
of coding before, but rather that his work provided a mathematical foundation
on how to model communication. This work is also considered as the beginning
of information theory. Important early contributors to coding theory include
Marcel Golay (Golay codes), Richard Hamming (Hamming distance and Ham-
ming codes), and Irving S. Reed and Gustave Solomon (Reed-Solomon codes,
Reed-Mueller codes), see Figure 2.

Data Perturbance
Corrupted

Data

Transmitter Channel Receiver

Figure 1: On the right, Claude Shannon. On the left, abstractions of commu-
nication channels.
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Figure 2: Marcel Golay, Richard Hamming, Reed and Solomon.

It is useful to remember that coding theory is a mathematical theory built on
top of models for communication. The general rough framework of a communi-
cation system involves a transmitter (or several of them), a noisy communication
channel (modelled typically in terms of probability), and a receiver (or several
of them). The goal is for the transmitter and the receiver to communicate as re-
liably and efficiently as possible, despite the noise of the channel. Mathematical
coding theory usually considers a single transmitter and a single receiver, and
data to be transmitted is modelled as a vector with coefficients in some finite
alphabet A, where A is typically a finite field, but it could also be a finite ring:

(x1, x2, . . . , xk) ∈ Ak −→ Errors/Erasures −→ (y1, y2, . . . , yk) ∈ Ak.

Both the transmitted and received vectors have coefficients over the same al-
phabet, but if erasures happen, the resulting vectors may contain erasures,
sometimes denoted by ∗. The assumption is that there is no control on the
channel, so we need to work at the transmitter and the receiver, by introducing
an encoder at the transmitter and a decoder at the receiver. If the information
symbols to be transmitted are x1, . . . , xk, an encoder will first map them to a
longer vector (c1, . . . , cn) ∈ An, n ≥ k, and it is this new vector, often called
codeword, that will be transmitted. The question becomes, how to design the
map from the information symbols to the codeword (and then how to decode,
that is retrieve the information symbols). To help design codes providing reli-
ability, metrics are often used. The most commone ones include the Hamming
metric, the rank metric (both will be covered in this course), but other metrics
of interest include e.g., the Lee metric.

Since coding theory is built on top of models of communication, these models
have evolved over time, together with communication technologies. Therefore,
depending on whether we are considering a wired or a wireless transmission
technology, we may have different mathematical models, such as:

• The alphabet A is finite, e.g., a finite field or a finite ring, the channel
adds errors and/or erasures.

• The alphabet A is R, the channel adds Gaussian noise.
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• The alphabet A is C, the channel adds fading and Gaussian noise (this is
for wireless communication).

Each of these scenarios may be approached using algebraic methods. For
the second case, codes may be built from Euclidean lattices. For the third case,
codes may be built using central simple algebras. Classical mathematical coding
theory looks at the first case, but even in this case, several flavours exist:

• Linear codes over finite fields (this will be the topic of both courses in
the school), where the metric of interest is traditionally the Hamming
metric, but we will also discuss the rank metric, which is a metric which
got renewed interest recently (and is still a topic of active research).

• Codes with asymptotic length, built using algebraic geometry.

• Codes over rings.

• There is a whole area of coding theory which does not rely on algebraic
methods, but rather on probabilistic ones, such as LDPC codes (though
some LDPC codes do come with some algebraic structures), or polar codes.

Mathematical coding theory often uses the communication problem as a
starting point, but then builds mathematical theories of their own.

The picture of coding theory would be incomplete if I were to skip the
following two topics:

• Coding for storage: classical linear codes and their variations have been
popular over the last 15 years for distributed storage systems (e.g., cloud
storage), and earlier for other storage medium (e.g., CD).

• Quantum coding is an area of coding enjoying a growing interest with the
progress in quantum computing.

Finally, coding theory is close to two other areas: information theory and
cryptography. The goal of coding theory is reliability, while that of cryptogra-
phy is security (confidentiality comes to mind, but there are many other forms of
security, such as integrity and availability). Information theory typically studies
limits of communication, and a variety of communication channels are consid-
ered (with or without memory, with or without feedback, for a different number
of users), using probabilistic models:

Coding Theory Information Theory

Cryptography

code-based crypto
wiretap coding

information theoretical
crypto
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Connections between cryptography and coding/information theory have be-
come more popular over the past years, due to the rise of post-quantum cryp-
tography.

2 On Generalized Rank Weights of Linear Codes

Classical coding theory assumes the alphabet is a finite field Fq, where the index
q refers to the size of the field and is a prime power. When q = p is a prime,
Fp = {0, 1, . . . , p − 1} corresponds to integers modulo p. Then Fq for q = pr is
a vector space over Fp of dimension r, meaning that once fixed an Fp-basis, an
element of Fq may be written as a vector of length r with coefficients in Fp. In
the same manner, Fqm is a vector space over Fq.

Given the extension Fqm/Fq of finite fields, for q a prime power and m ≥
2, an [n, k] linear code C in Fnqm is a k-dimensional subspace of the vector
space Fnqm over Fqm . The extension Fqm/Fq is Galois, with cyclic Galois group
generated by σ : Fqm → Fqm , a 7→ aq. Since C is a subspace, we may fix a
basis, and a generator matrix G for C contains as rows the chosen basis vectors.
Alternatively, since C is a subspace, it is the kernel of some linear transformation
(the projection onto C), and fixing again a basis, C is the kernel of H, called a
parity check matrix.

To a linear code is usually attached a distance. The Hamming weight of a
nonzero codeword c ∈ C counts the number of nonzero coefficients of c, and
the Hamming distance of C is the minimum Hamming weight across all nonzero
codewords of C. For D a subcode of C, that is a subspace of C, its support
supp(D) is the set of coordinates at which not all codewords of D are zero. The
notion of support allows to generalize the Hamming distance in the following
sense [16]. For 1 ≤ r ≤ k

dr(C) = min{|supp(D)|, D an [n, r] subcode of C}

is called the rth generalized Hamming weight of C. When r = 1, d1 is the
Hamming distance.

The reason to specify Fqm/Fq with m ≥ 2 here is because we will be inter-
ested in a different distance than the Hamming distance, namely that of the
rank [7, 14]. The rank weight of a nonzero codeword c ∈ C counts the maximal
number of linearly independent coefficients of c over Fq, and the rank distance
of C is the minimum rank weight across all nonzero codewords of C. In a sense,
the rank distance is a refinement of the Hamming distance, since the Hamming
distance drops when coefficients are zero, but the rank distance further drops
when coefficients are multiples, or more generally linear combinations of each
other. The topic of this course, namely generalized rank weights, is about de-
veloping an analogy of rth generalized Hamming weights in the context of the
rank distance instead.
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2.1 Definitions and First Example

Let V be a subspace of Fnqm . Recall the map σ : Fqm → Fqm , a 7→ aq. For
v = (v1, . . . , vn) ∈ V , σ(v) is understood componentwise, namely σ(v) =
(σ(v1), . . . , σ(vn)). Similarly, σ(V ) means that σ is applied to every vector
v ∈ V . We collect all subspaces V such that σ(V ) = V in the set Γ = Γ(Fnqm).

Definition 1. [9] Let C be an [n, k] linear code in Fnqm . For 1 ≤ r ≤ k, the rth
generalized rank weight of C is

Mr(C) = min
V ∈Γ

dim(C∩V )≥r

dim(V ).

More precisely, the definition given in [9] is that of relative generalized rank
weight, namely instead of dim(C∩V ) ≥ r, the constraint dim(C1∩V )−dim(C2∩
V ) ≥ r is used, where the code C1 contains the subcode C2 [9, Definition 5];
the above definition uses C1 = C and C2 = 0 and is thus a particular case.

Since we are considering the dimension dim(C ∩V ) of the intersection C ∩V ,
the dimension dim(V ) is minimized by considering subspaces that are included
in C. We then however need to ensure that such V belong to Γ. Given a subspace
V , the smallest subspace that contains V and is also stable by σ is the subspace
V ∗ = V + σ(V ) + . . .+ σm−1(V ), called the Galois closure of V . By definition,
V ∗ ∈ Γ. If V ∈ Γ, then σ(V ) = V and V ∗ = V . Conversely, if V ∗ = V , then
V = σ(V ).

This leads to the following equivalent definition (the formal proof is given
below):

Definition 2. [13] Let C be an [n, k] linear code over Fqm . For 1 ≤ r ≤ k, the
rth generalized rank weight of C is

Mr(C) = min
D a subcode of C

dim(D)=r

dim(D∗).

For r = k, Mr(C) = dim(C∗). Across these notes, we may use the term “rank
weight” for short, instead of “generalized rank weight”.

Proposition 1. [13, Theorem 21] Definitions 1 and 2 are equivalent, namely:

min
V ∈Γ

dim(C∩V )≥r

dim(V ) = min
D a subcode of C

dim(D)=r

dim(D∗).

Proof. Take V ∈ Γ with dim(C ∩ V ) ≥ r and minimum dimension. Such a V
always exists, since V = C∗ belongs to Γ by definition, and C ∩ C∗ contains at
least C which has dimension k ≥ r. To show that the left-hand side is greater or
equal to the right-hand side, we need to exhibit a subcode D of C of dimension r
such that dim(D∗) ≤ dim(V ). That V ∈ Γ implies V = V ∗. Choose D ⊆ C ∩V ,
a subcode of C of dimension r, which exists since C ∩ V is a subcode of C of
dimension at least r. Since V = V ∗ and D ⊆ V , we must have D∗ ⊆ V . So D∗
is a subspace of V , it has a dimension smaller or equal to that of V .
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Conversely, to show that the right-hand side is greater or equal to the left-
hand side, we need a subspace V ∈ Γ such that dim(C ∩ V ) ≥ r and dim(V ) ≤
dim(D∗) for all subcodes D ⊆ C such that dim(D) = r. For all such subcodes
D, take V = D∗. Indeed, we have dim(C ∩ D∗) ≥ r since D ⊆ D∗, and D∗ ∈ Γ
by definition (and trivially dim(V ) ≤ dim(D∗)).

When r = 1, a subcode D of dimension 1 is a subcode 〈c〉 generated by a
nonzero codeword c ∈ C.

Lemma 1. A code C has generalized rank weight M1(C) = 1 if and only if there
exists a nonzero codeword c ∈ C with coefficients in Fq.

Proof. If c ∈ C has coefficients in Fq, then D = 〈c〉 = D∗ and using Definition 2,
M1(C) = 1. Conversely, if M1(C) = 1, there exists D a subcode of C such that
dim(D∗) = 1, that is D = D∗ = 〈c〉 for c ∈ C, and σ(〈c〉) = 〈c〉. Since C is linear
and c 6= 0, we may assume without loss of generality that c = (1, c2, . . . , cn)
(the coordinate at 1 can be placed in any arbitrary position, it will always exist
since c is nonzero). Thus σ(c) = (1, σ(c2), . . . , σ(cn)) = a(1, c2, . . . , cn) for some
a ∈ Fqm , showing that a = 1 and c ∈ Fnq .

Example 1. Consider the [6, 3] hexacode C over F4 = {0, 1, ω, ω2 = ω + 1},
whose generator matrix in systematic form is given by

G =

1 0 0 1 ω ω
0 1 0 ω 1 ω
0 0 1 ω ω 1

 .
The sum of the three rows of G is the codeword (1, 1, 1, 1, 1, 1), thus by Lemma
1

M1(C) = min
D a subcode of C

dim(D)=1

dim(D∗) = 1.

To compute M2(C), we next consider all 2-dimensional subcodes of C. Take
again (1, 1, 1, 1, 1, 1) and for example (1, 0, 0, 1, ω, ω), the first row of G. These
two vectors generate a 2-dimensional subcode

D = {a(1, 1, 1, 1, 1, 1) + b(1, 0, 0, 1, ω, ω), a, b ∈ F4}.

Then σ(D) = {a(1, 1, 1, 1, 1, 1) + b(1, 0, 0, 1, ω2, ω2), a, b ∈ F4} and D∗ = D +
σ(D) has dimension 3, which shows that

M2(C) = min
D a subcode of C

dim(D)=2

dim(D∗) ≤ 3.

To show it is 3, we need to show M2(C) cannot be 2 (since dim(D) = 2,
dim(D∗) ≥ 2). For it to be 2, given any two codewords c1, c2, that are linearly
independent, we would need both σ(c1) and σ(c2) to be linear combinations
of c1, c2, that is in particular, they both need to be codewords. For a generic

6



codeword, we apply σ on it and check whether it belongs to the kernel of the
parity check matrix corresponding to G. For

1 ω ω 1 0 0
ω 1 ω 0 1 0
ω ω 1 0 0 1




a
b
c

a+ bω2 + cω2

aω2 + b+ cω2

aω2 + bω2 + c

 = 0

to hold, the third equation implies that a = b, after which the second equation
implies that b = c. This holds only for the subcode {a(1, 1, 1, 1, 1, 1), a ∈ F4}
and the trivial subcode 0.

We are left with computing M3(C) (k = 3 means that we look at C itself).
Since σ((1, 0, 0, 1, ω, ω)) = (1, 0, 0, 1, ω2, ω2) is not a codeword, we add it to the
basis, and check whether σ((0, 1, 0, ω, 1, ω)) = (0, 1, 0, ω2, 1, ω2) is generated by

1 0 0 1 ω ω
0 1 0 ω 1 ω
0 0 1 ω ω 1
1 0 0 1 ω2 ω2

 .
This is not the case, because the 3rd row cannot be used (we want a 0 as 3rd
coefficient), the second row is necessarily used as such (we want a 1 as 2nd
coefficient), and the same multiple of the first and 4rth rows must be used (we
want a 0 as 1st coefficient), which gives

(0, 1, 0, ω, 1, ω) + a(0, 0, 0, 0, 1, 1), a ∈ F4

and we cannot generate the desired vector. We thus add it to get
1 0 0 1 ω ω
0 1 0 ω 1 ω
0 0 1 ω ω 1
1 0 0 1 ω2 ω2

0 1 0 ω2 1 ω2


and summing all the rows generates σ((0, 0, 1, ω, ω, 1)) = (0, 0, 1, ω2, ω2, 1). This
shows that

M3(C) = dim(C∗) = 5.

In summary, the generalized rank weight hierarchy of the [6, 3] hexacode C
is

M1(C) M2(C) M3(C)
1 3 5

Exercise 1. Check numerically that for the code C of Example 1, M2(C) = 3.
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We remark that to compute C∗ given C and a generator matrixG, it is enough
to compute σ(G), σ2(G), . . . , σm−1(G) (σ is applied componentwise). Indeed,

for a codeword c =
∑k
i=1 cigi, σ(c) =

∑k
i=1 σ(ci)σ(gi) for gi the ith row of G.

If σ(gi) belongs to C∗, then so will σ(ci)σ(gi) by linearity and because σ is an
automorphism of Fqm .

The above example illustrates that a direct approach to compute generalized
rank weights is not so straightforward, even for a simple small code. Even for
the first rank, it requires some amount of computations. Then for higher ranks,
an exhaustive search is not quite possible in general.

Open Problem 1. Propose an algorithm to reduce the computational com-
plexity of computing generalized rank weights.

2.2 Basic Properties

We start with proving a few properties that will lead us to the monotonicity of
generalized rank weights.

Proposition 2. A subspace V is in Γ if and only if there exists a basis of V
formed by vectors in Fnq .

Proof. Let l ≤ n be the dimension of V .
Suppose V has a basis b1, . . . ,bl ∈ Fnq . Then every vector v in V is of the

form
∑
aibi, ai ∈ Fqm . Then σ(v) =

∑
σ(ai)σ(bi) =

∑
σ(ai)bi which belongs

to V because V is a subspace and σ is an automorphism of Fqm . This shows
that σ(V ) = V and thus V ∈ Γ.

Conversely, suppose V ∈ Γ and let b1, . . . ,bl ∈ Fnqm be a basis, which we
may assume is in reduced row echelon form, meaning that after stacking the
vectors as l rows of a matrix: (1) the leading coefficient of a non-zero row is
always strictly to the right of the leading coefficient of the row above it and it is
1, and (2) each column containing a leading 1 has zeroes in all its other entries.
Let b be any of these rows. By (2), b is zero at every coordinate corresponding
to a leading 1 of every other row. Compute b− σ(b), which thus is also zero at
every coordinate corresponding to a leading 1 (including at the position of the
leading 1 of b, since in this position 1 − σ(1) = 0). Now b − σ(b) belongs to
V (since V ∈ Γ, σ(V ) = V ), thus it is a linear combination of b1, . . . ,bl. But

b − σ(b) =
∑l
i=1 aibi is zero at every leading 1, forcing ai = 0 for all i thus

b− σ(b) = 0 ⇐⇒ b = σ(b) and b ∈ Fnq .

Lemma 2. Let C be an [n, k] linear code over Fqm . We have

0 ≤ max
V ∈Γ

dim(V )=i+1

dim(C ∩ V )− max
W∈Γ

dim(W )=i

dim(C ∩W ) ≤ 1, 0 ≤ i ≤ n− 1.

Proof. If i = 0, 0 ≤ max V ∈Γ
dim(V )=1

dim(C ∩ V ) ≤ 1. We thus assume 1 ≤ i ≤

n − 1. Consider a subspace W̃ ∈ Γ of dimension i maximizing dim(C ∩ W ).
By Proposition 2, it has a basis of vectors in Fnq . Create a subspace W ′ by
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adding to this basis a linearly independent vector in Fnq , W ′ thus belongs to Γ

by Proposition 2, and dim(C ∩W ′) ≥ dim(C ∩ W̃ ), thus

max
V ∈Γ

dim(V )=i+1

dim(C ∩ V ) ≥ dim(C ∩W ′) ≥ dim(C ∩ W̃ ) = max
W∈Γ

dim(W )=i

dim(C ∩W ).

This proves the first inequality.
Then choose a subspace Ṽ ∈ Γ of dimension i + 1 maximizing dim(C ∩ V ).

By Proposition 2, it has a basis of vectors in Fnq . Create a subspace V ′ by
removing from this basis one vector in Fnq , V ′ thus belongs to Γ by Proposition

2. If the removed vector was in C ∩ Ṽ , then dim(C ∩ V ′) = dim(C ∩ Ṽ )− 1, else
dim(C ∩ V ′) = dim(C ∩ Ṽ ). Either way, dim(C ∩ V ′) ≥ dim(C ∩ Ṽ )− 1. Thus

dim(C∩Ṽ )−1 = max
V ∈Γ

dim(V )=i+1

dim(C∩V )−1 ≤ dim(C∩V ′) ≤ max
W∈Γ

dim(W )=i

dim(C∩W ).

This proves the second inequality.

What Lemma 2 tells us is that from i to i+1, the quantity max W∈Γ
dim(W )=i

dim(C∩

W ) increases by at most 1. This ensures that given 1 ≤ r ≤ k, the set
{i, max W∈Γ

dim(W )=i
dim(C ∩ W ) = r} is not empty, since if it were for some r,

then either all values of max W∈Γ
dim(W )=i

dim(C ∩W ) would be strictly less than r,

or strictly more, a contradiction since, when i = 0, it is 0, and when i = n, it is
k (take W = Fnqm).

This also shows that

min{i, max
W∈Γ

dim(W )=i

dim(C ∩W ) ≥ r} = min{i, max
W∈Γ

dim(W )=i

dim(C ∩W ) = r} (1)

since the set on the right-hand side is not empty.
Now the minimum i on the left-hand side is obtained by having a subspace

W̃ ∈ Γ of dimension i, such that among all W ∈ Γ of dimension i, W̃ has the
largest intersection with C, and in particular dim(C ∩ W̃ ) ≥ r. Thus

min{i, max
W∈Γ

dim(W )=i

dim(C∩W ) ≥ r} = min{i, ∃W ∈ Γ, dim(W ) = i, dim(C∩W ) ≥ r}

since we are interested in the dimension i of W , which not only gives back
Definition 1, namely

Mr(C) = min
W∈Γ

dim(C∩W )≥r

dim(W ),

but also, using (1), shows that

Mr(C) = min
W∈Γ

dim(C∩W )=r

dim(W ).
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Theorem 1 (Monotonicity). [9, Lemma 9] Let C be an [n, k] linear code over
Fnqm . Then

1 ≤M1(C) < M2(C) < · · · < Mk(C) ≤ n.
Proof. We just saw above that

Mr(C) = min{i, max
V ∈Γ

dim(V )=i

dim(C ∩ V ) = r}

Mr+1(C) = min{j, max
V ∈Γ

dim(V )=j

dim(C ∩ V ) = r + 1}.

The two sets are disjoint, because given i, if the maximum dimension of the
intersection is r, it cannot be r + 1, thus Mr(C) < Mr+1(C).

Next we prove the Singleton bound.

Lemma 3. Let C be an [n, k] linear code over Fqm . Then for 1 ≤ r ≤ k,
Mr(C) ≤Mk(C)− k + r.

Proof. Set a = k − r. Then we need to prove that Mk−a(C) ≤ Mk(C) − a for
0 ≤ a ≤ k−1. We proceed by induction on a. The base case for a = 0 isMk(C) ≤
Mk(C)− 0, which trivially holds. Suppose thus that Mk−a(C) ≤Mk(C)− a for
0 ≤ a < k − 1. We want to show that Mk−(a+1)(C) ≤ Mk(C) − (a + 1) holds.
We know that Mk−(a+1)(C) < Mk−a(C) by Theorem 1, which combined with
the inductive hypothesis yields Mk−(a+1)(C) < Mk(C) − a, which is equivalent
to Mk−(a+1)(C) ≤Mk(C)− (a+ 1) as desired.

Theorem 2 (Singleton bound). Let C be an [n, k] linear code over Fqm . Then
for 1 ≤ r ≤ k, the rth Singleton bound holds:

Mr(C) ≤ n− k + r.

Proof. Observe that Mk(C) ≤ n, since a subspace of Fnqm cannot have dimension
more than n. By Lemma 3, we have Mr(C) ≤ Mk(C) − k + r ≤ n − k + r for
1 ≤ r ≤ k.

For r = k, we have Mk(C) ≤ n which is trivial.

Definition 3. A linear code C whose rth generalized rank weight Mr(C) meets
the Singleton bound is called r-maximum rank distance, or r-MRD.

MRD codes for the rank metric are somewhat analogous to MDS (maximum
distance separable) codes for the Hamming metric.

Example 2. For a [6, 3] code, the Singleton bound gives

M1(C) ≤ 4, M2(C) ≤ 5, M3(C) ≤ 6.

We compare the weights of the hexacode with the Singleton bound:

M1(C) M2(C) M3(C)
Singleton 4 5 6
hexacode 1 3 5

.

The hexacode has thus weights pretty far from the Singleton bound.
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2.3 Connection with the Rank Distance

We connect M1(C) to the rank distance [7, 14] of C.

Definition 4. Let x = (x1, . . . , xn) be a vector in Fnqm . Its rank weight is the
maximal number of linearly independent coordinates xi over Fq. For C an [n, k]
linear code over Fqm , its rank distance is the minimum over the rank weight of
all its nonzero codewords.

We recall that the rank weight is always smaller or equal to the Hamming
weight. Indeed, the Hamming weight counts the number of nonzero coordinates,
but among them, some could be multiples or more generally linear combinations
of each others (see Subsection 2.4 for a more precise discussion).

Example 3. Consider the vector (1, 0, 0, 1, w, w) ∈ F6
4 with w2 = w + 1. Then

its Hamming weight is 4, while its rank weight is 2, because 1, w are linearly
independent over F2.

Proposition 3. Let v be a nonzero vector in Fnqm . Then its rank distance d is
given by

d = dim〈v〉∗.

Proof. Let v be a nonzero vector in Fnqm . Its rank distance d is the maximum
number of its coordinates which are linearly independent over Fq. Thus we can
write v = eP where e is a vector containing d linearly independent entries of v
in Fqm followed by n− d zeros, and P is a non-singular matrix with coefficients
in Fq. Then

dim〈v〉∗ = dim〈v, σ(v), . . . , σm−1(v)〉
= dim〈eP, σ(e)P, . . . , σm−1(e)P 〉
= dim〈e, σ(e), . . . , σm−1(e)〉.

By stacking these vectors as rows of an m × n matrix, and recalling the con-
struction of e, we get that dim〈v〉∗ = d.

Example 4. Consider again the vector v = (1, 0, 0, 1, w, w) ∈ F6
4 with w2 =

w + 1 and rank weight 2. Since 1, w are linearly independent over F2, we write

v = (1, w, 0, 0, 0, 0)

1 0 0 1 0 0
0 0 0 0 1 1

P̃

 .
where P̃ is chosen so the overall matrix P is non-singular, e.g.,

P̃ =


0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1


and [

v
σ(v)

]
=

[
1 w 0 0 0 0
1 σ(w) 0 0 0 0

]
P.
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Let C be an [n, k] linear code over Fqm . Let c be a codeword of C of rank d.
By the above proposition, dim〈c〉∗ = d. Now

M1(C) = min{dim(V ), V ∈ Γ, ∃ c ∈ C ∩ V, c 6= 0}
= min{dim〈c〉∗, c ∈ C, c 6= 0}

which shows that M1(C) indeed corresponds to the rank distance of C (see also
[9, II.D]).

2.4 Connection with the Hamming Distance

The goal next is to prove that for C an [n, k] linear code over Fqm , we have

Mr(C) ≤ dr(C), 1 ≤ r ≤ k,

namely, the rth generalized rank weight Mr(C) is always a lower bound to the
rth generalized Hamming weight dr(C), which we recall is given by

dr(C) = min{|supp(D)|, D an [n, r] subcode of C}.

In order to compare both weights, we first need to express dr(C) in terms of
Fqm -subspaces. Define Λ = Λ(Fnqm) to be the set of subspaces V of Fnqm which
are an Fqm-span of i distinct rows of the n× n identity matrix, for 0 ≤ i ≤ n.

We then have [9, Remark 6]

dr(C) = min
V ∈Λ

dim(C∩V )=r

dim(V ).

Indeed, for a given r, the condition dim(C ∩ V ) = r identifies subcodes of C,
namely C ∩ V , of dimension r, and V ∈ Λ enforces the condition on the code
support.

Now since subspaces in Λ have unit vectors as basis vectors, in particular
these vectors belong to Fnq and thus Λ ⊂ Γ. Therefore optimizing over Γ gives
more subspace candidates than optimizing over Λ, so the minimum over Γ is
always smaller or equal to that of over Λ, which shows that

Mr(C) ≤ dr(C), 1 ≤ r ≤ k.

2.5 Related Works

This course is dedicated to generalized rank weights of two main families of linear
codes, and is mostly based on [9, 4, 6, 13, 5]. There are a number of related
topics, as illustrated in Figure 3. A series of works [9, 11, 13, 3, 12] looked
at defining generalized rank weights, and studied some of their properties. A
natural motivation is the parallelism with generalized Hamming weights, which
are known to characterize leakage of information for wiretap codes [16], and a
natural application is wiretap network coding [9, 11, 12].
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Figure 3: Topics around generalized rank weights: this chapter focuses on the
definitions, basic properties and bounds on generalized rank weights of linear
codes.

Generalized rank weights extend the notion of rank metric, similarly to how
generalized Hamming weights extend the Hamming metric. The rank metric
itself has attracted a lot of attention over the years, starting with the works
[7, 14]. Topics of interests are the design of codes with respect to the rank
metric, and their decoding, in particular, their list decoding (e.g. [17], this is
really just one pointer, there are many works done in this direction).

Another direction of study is the connection to matroids and polymatroids
(see [15, 8] and references therein).

We also note the generalization to fields of characteristic zero instead of finite
fields (see [3] for definitions and [2, 1] for code constructions and decoding).

Finally, the notion of sum-rank metric has been gaining traction recently, as
a generalization of both the Hamming and rank metric, see e.g. [10].

2.6 Cyclic Codes

Let f(x) ∈ Fq[x] be a polynomial of degree n. The quotient ring Fqm [x]/(f)
is an Fqm-vector space of dimension n. An [n, k] cyclic code is then any ideal

13



C of Fqm [x]/(f), defined by a generator polynomial g(x) ∈ Fqm [x] dividing
f(x) = xn − 1 of degree n − k. To get constacyclic codes, or more precisely
λ-cyclic codes, take instead f(x) = xn − λ, λ ∈ Fq, λ 6= 0. We will make the
assumption throughout this section that f(x), g(x) have simple roots.

Suppose that g(x) is split in Fqm (there is a corresponding theory for the case
where g(x) is not split in Fqm) with simple roots α1, . . . , αn−k, and reorder these
roots such that roots are grouped together when they share the same minimal
polynomial over Fq. Let α1, . . . , αν be the roots of f(x) in Fqm . Then

f(x) = (x− α1) · · · (x− αν)

n∏
i=ν+1

(x− αi)

= (x− α1) · · · (x− αn−k)(x− αn−k+1) · · · (x− αν)

n∏
i=ν+1

(x− αi)

= (x− α1) · · · (x− αm1
) ·

(x− αm1+1) · · · (x− αm2
) · · ·

(x− αms−1+1) · · · (x− αms
) ·

(x− αn−k+1) · · · (x− αν)

n∏
i=ν+1

(x− αi)

where ms = n− k, and each of the roots α1, αm1+1, . . . , αms−1+1 have minimal
polynomial

µαmr+1
(x) =

∏
mr+1≤t≤mr+1

(x− αt)
∏
j∈Jr

(x− αj), (2)

for 0 ≤ r ≤ s (setting m0 = 0). The first product contains the linear factors
that appear in g(x), the second product contains those that appear in f(x) only.

Let G be a generator matrix of C. Then a codeword is given by

[c0, c1, . . . , ck−1]G, c0, . . . , ck−1 ∈ Fqm .

Written in terms of polynomial, we get

c(x)g(x), c(x) = c0 + c1x+ . . .+ ck−1x
k−1,

where g(x) is of degree n− k, yielding a polynomial of degree ≤ n− 1, whose n
coefficients correspond to one codeword.

Since g(x) splits, any codeword can be written as

c(x)
∏

1≤j≤n−k

(x− αj).

Recall from Lemma 1 that a code C has rank weight 1 if and only if there
exists a codeword with coefficients in Fq, which translates here into saying that
the corresponding polynomial c(x)

∏
1≤j≤n−k(x− αj) lives in Fq[x].

14



Definition 5. Set

ηq(C) =
∑

0≤r≤s−1

[Fq(αmr+1) : Fq],

where [Fq(αmr+1) : Fq] = deg(µmr+1) and µmr+1 is the minimal polynomial of
αmr+1.

Lemma 4. We have ηq(C) ≤ n.

Proof. The minimal polynomial µαmr+1
(x) divides f(x) in Fq[x] for every 0 ≤

r ≤ s−1 and since the polynomials µαmr+1 are pairwise coprime, the polynomial∏
0≤r≤s−1

µαmr+1
(x)

which has degree ηq(C) divides f(x) in Fq[x] whose degree is n.

Recall that we are interested in f(x) = xn − λ, with λ 6= 0, and λ = 1
corresponds to cyclic codes.

Proposition 4. [4, Proposition 2] Let C be an [n, k] code over Fqm such that
f(x), g(x) have only simple roots and g(x) is split in Fqm [x]. Then C has rank
weight 1 if and only if ηq(C) ≤ n− 1.

Proof. Assume first that ηq(C) ≤ n− 1. Construct a codeword c(x)g(x) of C by
“reconstructing” the minimal polynomial µαj

according to (2):

c(x) =
∏

0≤r≤s−1

∏
j∈Jr

(x− αj).

Then by design, the polynomial

c(x)g(x) =
∏

0≤r≤s−1

∏
j∈Jr

(x− αj)
∏

1≤j≤n−k

(x− αj)

=
∏

0≤r≤s−1

∏
j∈Jr

(x− αj)
∏

0≤r≤s−1

∏
mr+1≤t≤mr+1

(x− αt)

=
∏

0≤r≤s−1

µαmr+1(x)

has coefficients in Fq. Since the degree of this polynomial is exactly ηq(C) ≤ n−1,
c(x)g(x) corresponds to a codeword of C with coefficients in Fq.

Conversely, assume that C has rank weight 1. Then there exists a polynomial
c(x) with degree ≤ k−1 such that c(x)g(x) has coefficients in Fq. Since αmr+1 is
a root of c(x)g(x) ∈ Fq[x] for 0 ≤ r ≤ s− 1, its minimal polynomial µαmr+1(x)
divides c(x)g(x) in Fq[x]. This being true for every 0 ≤ r ≤ s − 1 and the
polynomials µαmr+1

being pairwise coprime, the polynomial∏
0≤r≤s−1

µαmr+1(x)
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divides c(x)g(x) in Fq[x]. Taking the degrees, we get ηq(C) ≤ n− 1, as desired.

Example 5. Consider F54 , with primitive element ω satisfying ω4 +4ω2 +4ω+
2 = 0. We consider different f(x) (x3 − 1, x3 − 2, x4 − 2, x4 − 4) all of which
split in F54 .

x3 − 1 = (x+ 4)(x+ ω104)(x+ ω520)
g(x) = (x+ 4), J1 = 1

g(x) = (x+ ω104), J2 = (x+ ω520)

x3 − 2 = (x+ 2)(x+ ω364)(x+ ω572) = (x− α1)(x− α2)(x− α3), ν = 3
g(x) = (x+ 2) = (x− α1), J1 = 1

g(x) = (x+ ω364) = (x− α2), J2 = (x+ ω572)
g(x) = (x+ 2)(x+ ω364), J1 = 1, J2 = (x+ ω572)

x4 − 2 = (x+ ω39)(x+ ω195)(x+ ω351)(x+ ω507) = (x− α1) · · · (x− α4), ν = 4
g(x) = (x+ ω39), J1 = (x+ ω195)(x+ ω351)(x+ ω507)

x4 − 4 = (x+ ω78)(x+ ω234)(x+ ω390)(x+ ω546) = (x− α1) · · · (x− α4), ν = 4
g(x) = (x+ ω78), J1 = (x+ ω390)

g(x) = (x+ ω78)(x+ ω234), J1 = (x+ ω390), J2 = (x+ ω546)

When f(x) = x3 − 1, for g(x) = x + 4, the polynomial lives in F5[x] thus
it generates a code of first rank weight 1. For g(x) = x + ω104, we use J2 to
construct c(x) = g(x)(x + ω520) = x2 + x + 1, c = (1, 1, 1), showing the first
rank weight is again 1.

When f(x) = x3 − 2, g(x) = x + 2 and g(x) = (x + ω364) again generate
codes of first rank weight 1. For g(x) = (x + 2)(x + ω364) however, we have
η5(C) = 1 + [F5(−ω364) : F5] = 3 and the corresponding first rank weight is at
least 2.

When f(x) = x4 − 2, g(x) = x+ ω39, the corresponding first rank weight is
at least 2.

When f(x) = x4−4, g(x) = x+ω78 generates a code whose first rank weight
is 1, while g(x) = (x + ω78)(x + ω234) yields a code whose first rank weight is
at least 2.

Exercise 2. Check numerically the above factorization and rank weights.

The next result applies for cyclic codes (whether g(x) is split or not).

Proposition 5. [5, Corollary 1] Let C be an [n, k] cyclic code over Fqm such
that (x− 1) does not divide g(x). Then the minimum rank distance M1(C) is 1.

Proof. Since C is cyclic, f(x) = xn − 1 = (x − 1)(xn−1 + xn−2 + . . . + x + 1).
Since g(x)|f(x) but does not contain x−1, then g(x)|(xn−1 +xn−2 + . . .+x+1),
say (xn−1 +xn−2 + . . .+x+ 1) = g(x)c(x) for some polynomial c(x). This gives
the codeword (1, 1, . . . , 1) which shows that M1(C) = 1.

Exercise 3. Illustrate the above proposition with a cyclic code of your choice.
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For more consequences of the above setting, see [5]. We will focus next on
bounds.

We saw earlier that C has rank weight 1 if and only if ηq(C) ≤ n − 1 when
g(x) splits in Fqm (in Proposition 4) and a similar result holds when g(x) does
not split in Fqm . We provide a natural generalization of this result.

Proposition 6. [5] Let C be an [n, k] code over Fqm such that f(x) = xn − λ,
λ 6= 0, and g(x) have simple roots. Then for 1 ≤ r ≤ k, Mr(C) = r if and only
if ηq(C) ≤ n− r.

Proof. Assume first that ηq(C) ≤ n − r. Then, taking the polynomial c(x)
defined in the proof of Proposition 4 (we give the polynomial for the case where
g(x) does not split without proof):

c(x) =

{ ∏
0≤r≤s−1

∏
j∈Jr (x− αj) g(x) splits∏

i∈I
hi(x) else,

we set, for every 0 ≤ u ≤ r − 1, cu(x) = xuc(x). Then, for all 0 ≤ u ≤ r − 1,
cu(x)g(x) is a polynomial lying in Fq[x] with degree

deg(g(x)cu(x)) = deg(g(x)xuc(x))

= u+ deg(g(x)c(x))

= u+ ηq(C) ≤ u+ n− r ≤ n− 1

since u ≤ r − 1.
It then corresponds to a codeword cu with rank weight 1. Moreover, the sub-

space V of C generated by the cu’s has dimension exactly r (for all 0 ≤ u ≤ r,
the polynomial cu(x)g(x) has degree n− r + u, so the family of the codewords
cu is linearly independent) and V belongs to Γ (since the basis vectors cu lie in
Fnq ). Therefore, Mr(C) ≤ dimV = r. Moreover, as a direct consequence of the
monotonicity property (Theorem 1), r ≤Mr(C) and we get the desired equality.

Conversely, assume that Mr(C) = r. Then by definition, there exists a
subcode D ∈ C such that dim(D) = r and D = D∗ ∈ Γ. Moreover, we know
from Proposition 2 that D has a basis of vectors having coefficients in Fq: there
exists some polynomials c1(x), . . . , cr(x) ∈ Fqm [x] with degree ≤ k−1 such that
ci(x)g(x) ∈ Fq[x] and the family {ci(x)g(x)|1 ≤ i ≤ r} is linearly independent
over Fqm . Therefore, there exists a non-zero polynomial c(x) ∈ Fqm [x] with
degree ≤ k − r lying in the subspace spanned by the ci(x)g(x) over Fq. The
minimal polynomial of any root α (say in an algebraic closure of Fq) over Fq
divides c(x)g(x), hence (∏

µαj (x)
)
|c(x)g(x),

and taking degrees,

ηq(C) ≤ deg c(x) + deg g(x) ≤ k − r + n− k = n− r,

which completes the proof.
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Example 6. Consider F54 , with primitive element ω satisfying ω4 +4ω2 +4ω+
2 = 0. Take the [4, 2] constacyclic code generated by g(x) = (x+ω39)(x+ω195)
in F54 [x]/(x4 − 2), with

x4 − 2 = (x+ ω39)(x+ ω195)(x+ ω351)(x+ ω507),

so x4 − 2 is the minimal polynomial of all its roots, and thus of −ω39. Then
η5(C) = [F5(−ω39)] = 4 and the first rank of C cannot be 1. If we wanted the
first rank of C to be 2, we would need c(x) ∈ F54 such that

g(x)c(x) = (x+ ω39)(x+ ω195)c(x) ∈ F52 [x], deg(c(x)) = 1.

This would mean that g(x)c(x) is fixed by τ : a 7→ a52

, in other words τ is
permuting the factors of g(x)c(x). But τ(ω39) = ω351, and τ(ω195) = ω507, so
the first rank must be 3 (since the second rank cannot be more than 4). This
code is thus MRD.

Open Problem 2. The rank weight hierarchy of cyclic codes and constant
cyclic codes is open in general.
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